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Abstract—Outsourcing computing and storage to the cloud
does not eliminate the need for handling of information security
incidents. However, the long provider chains and unclear respon-
sibilities in the cloud make incident response difficult. In this
paper we present results from interviews in critical infrastructure
organisations that highlight incident handling needs that would
apply to cloud customers, and suggest mechanisms that facilitate
inter-provider collaboration in handling of incidents in the cloud,
improving the accountability of the cloud service providers.
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I. INTRODUCTION

One popular visualisation of Cloud Computing is “out-
sourcing on steroids” [1], and although this is somewhat of an
over-simplification, it is a useful starting point for discussion:
What differentiates incident handling in the cloud from other
outsourcing when bad things happen?

We maintain that it is not possible to create a computer
system that is 100% secure. This implies that if there is some-
one who sees the value of breaking into your systems, they
will eventually succeed — and you must therefore assume that
information security incidents will take place in your system.
Especially small and medium-sized businesses will usually
experience a security improvement when moving corporate
systems to the cloud [2], as they will get a provider with
dedicated security personnel who are available 24/7, versus a
part-time administrator who additionally serves as help desk,
concierge, bus driver, handyman, etc.

On the other hand, the handling of incidents in the cloud
is difficult because there is often a large distance (physical
and logical) to the provider, and it is consequently difficult
to involve the provider when something happens. This also
means that you do not necessarily have access to forensics;
cloud solutions are often based on multi-tenancy, which means
that data from multiple clients could potentially exist on a
given infrastructure, and it will not be acceptable to disclose
(e.g.) a raw dump from a hard drive in this case. There are
also unclear legal restrictions on data originating from one
jurisdiction (e.g., Norway) but stored in another (e.g., USA).
The picture is further complicated by the fact that there are
potentially long provider chains, as shown in Fig. 1, where
company A uses services from vendor B, which in turn uses
the services of provider C. An incident at provider C may
affect services provided to the end user via B and A, but may
also affect other users not part of the same chain.

This paper is structured as follows. Section II provides
a brief overview of current litterature on cloud incident
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Fig. 1: Incidents in the Cloud

management. Then, Section III explains the main phases of
incident management, with an emphasis of what is particularly
important in a cloud setting. Section IV presents results from
interviews with companies, addressing how they cooperate
with vendors and exchange incident information. Section V
then goes back to the example presented in Fig. 1 and explains
how an incident management tool can be used to ease incident
notification and response in a cloud service provider chain.
Section VI concludes the paper.

II. BACKGROUND

There is surprisingly little literature in this area. The Cloud
Security Alliance Security Guidance report [3] has a chapter on
incident handling that covers many aspects of the relationship
between a Cloud Service Provider and a customer, but it does
not take into account that the service can be delivered as
part of a chain. Grobauer and Schreck [4] identified many
challenges to incident response in the cloud, but provided few
actual solutions. Furthermore, as far as we have been able
to ascertain, there have not been any attempts to follow up
this work in the five years that have passed. A recent survey
of incident management literature [5] supports this, and the
importance of further research in this area is reinforced by
Munteanu et al. [6]. The best-known “standards™ for incident
management (ISO/IEC 27035 [7], NIST SP 800-61 [8], ENISA
Good Practice Guide for Incident Management [9]) do not
cover the cloud specifically, although there are many general
principles here that also apply to the cloud.

III. INCIDENT RESPONSE MANAGEMENT

ISO/IEC 27035 divides incident managment into five
phases, as illustrated in Fig. 2 [7]. In the following we will look



at the stages one by one, and point out some recommendations.
An overview of the phases can also be found in Table I.

Fig. 2: The ISO/IEC 27035 Incident Response Cycle

A. Plan

In the planning phase it is important to ascertain where the
data is actually stored, and what the provider chain looks like.
Secondly, it is crucial to establish an incident management
plan. All stakeholders need to agree on the division of respon-
sibility (if not, the plan need to be corrected).This also means
that SLAs must include clauses for event handling, including
notification requirements [10], [11].

In the cloud computing scenario, the planning phase be-
comes possibly even more important than in a conventional
setting, since the increased complexity implies that you are
less likely to get away with relying on ad hoc solutions. Trust
relationships cannot be established on demand, after the fact;
so in addition to ensuring that the SLA entitles you to incident
information from your provider, you also need to ensure that
this is true for all upstream providers. In this way, cloud
providers can be accountable to their customers when incidents
happen [12].

Tools that support incident handling need to be in place,
and they need to be tailored to the complex information flows.
In this sense, automating tasks in such a manner as to allow
handlers to focus on the important stuff is vital. Furthermore,
collaborative incident handling processes should be tested in
drills in order to uncover practical challenges [13].

B. Detect

Organisations should know what data sources are available
to detect attacks. It may be that the provider can provide early
warning, either through information on attacks on others, or
with information about attacks under way against their own
infrastructure. Some providers also offer Intrusion Detection
Services (IDS).

C. Assess

In the assessment phase, access to information is key.
’Snapshots’ of virtual machines can provide excellent oppor-
tunities for analysis; you can start and stop, restart, inspect

memory, etc. In the planning phase, one should also have
clarified what forensic support one can expect from the vendor.
This includes an overview of what the provider logs, how the
logs are protected against modification and fundamental things
like whether clocks in the system are synchronized.

D. Respond

Response activities may be taken by several actors in
the provider chain, depending on the type of incident. As
previously mentioned, the virtual machines can be frozen,
stopped, restarted; this makes it “affordable” to do things a
little more brutally than you might dare to do on a conventional
server. It is also possible to exploit the capabilities of the
cloud directly, e.g., in case of a denial of service (DoS) attack
one could theoretically spawn off new instances to handle the
deluge of requests; or migrate the service to a new cloud
entirely.

E. Learn

In the learning phase, it is time to sum up; what worked
well and what worked poorly? Did plans match up with reality?
It is very useful to make a proper report, and share with
everyone involved. The report should include a timeline of the
incident, with analysis and identification of the root cause(s).
Describe the short-term measures that were implemented for
handling and recovery, as well as recommendations for long-
term measures.

In a long and complex cloud provider chain, the sharing of
such a detailed report may be politically difficult, and it may
thus be necessary to filter the information in such a manner
that each provider only receives information that pertains to
its services.

IV. INTERVIEW STUDY OF INCIDENT MANAGEMENT

In 2013 we performed semi-structured interviews with four
critical infrastructure companies based in Norway or Sweden,
with the aim of identifying their practices and challenges
when it comes to handling information security incidents. All
companies were dependent on ICT for collaboration and deci-
sion making across organisational and geographical borders
by means of ICT. The companies represented the oil and
gas sector, marine operations, energy and transportation. The
interviews were based on an interview guide that covered
the following topics: the background of the informant, the
company’s dependence on ICT, what types of incidents the
company experiences and how they are handled, what types of
incidents they fear the most, how incidents are detected, need
for collaboration during incident management, plans, drills,
metrics and support tools. All interviews were performed on
phone by one researcher, with another researcher taking notes,
and the interviews were recorded and transcribed. Analysis
of the interviews were done by the researcher performing the
interviews. In this paper we report on results from these inter-
views that can shed light on the following research questions:

e  What strategies do the companies use in their coop-
eration with vendors and service providers, both to



TABLE I: Overview of incident management phases

Phase Important aspects in a cloud setting

Findings from interviews

Plan Understanding the provider chain. Establishing contracts and
plans, and work on trust relationships. Acquiring necessary
tools.

Contracts are essential, but it is challenging to establish contracts that meet the needs.
Personal relations are very imiportant should an incident occur.

Detect Detection capability of provider. Notification requrements on

vendors, and internal ability to handle notifications.

Assess Access to information. Support from vendor. Depend on the vendors competence: will they understand the difference between security
incidents and other incidents? It is not always clear where the problem lies and what vendor
should be responsible for handling the incident. Vendors may be reluctant to contribute to
assessment activities if it is not clear that management of the incident is their responsibility.

Respond Can exploit cloud capabilities in response activities. Vendor cooperation may be challenging, if this is not part of contracts and the vendors are
used to working together.

Learn Create report, and share lessons learnt. Contracts may need to be improved. There may be a tendency for different actors to blame

each others.

prepare for incident management and to respond when
an incident occurs?

e  Which actors do the companies share information with
today, when it comes to incidents and the management
of these, and what are their opinions on prerequisites
for incident information sharing?

None of the companies used cloud services at that time.
One of the interviewees represented a company that had
outsourced their IT to three different vendors. Another of the
interviewees represented the service provider of one of the
companies. All interviewees were dependent on vendors for
central business functions. Table II provides an overview of
the interview subjects and the companies studied.

In the two following subsections we present input from
the interviewees that were relevant for the research questions,
before we discuss the relevance of the results for a cloud
setting in the final subsection. An overview of results relevant
for the five incident management phases of ISO/IEC 27035
can be found in Table I.

A. Interaction with Vendors and Service Providers

Based on the interviews, we identified the following main
strategies to deal with vendors:

e  Contracts
e  Routines
e Involving top management

e Building relations and trust

In many cases the interviewees explained how they, during
incident management, had experienced that their current con-
tracts with vendors did not meet their needs. As examples, the
service provider of company C-D explains that their contract
with C-D includes response guarantees, but that their vendors
does not live up to that response time. Some of the vendor
decisions and contracts have been made at a time when the C-
D requirements were different. Updating these contracts is thus
a priority. Also C-A told about an incident in which they were
not satisfied with the response time of the anti-virus company.

The interviewee from C-A said the anti-virus vendor did not
deliver according to contract but that they also could have had
a better contract with the vendor.

Two of the respondents explained that it could often be
challenging to know which vendors should be involved when
an incident occur. Company C-C performs multisourcing, and
as a consequence three to four different vendors can be
involved in incident management depending on the system that
is hit. One of the vendors is responsible for the helpdesk, and
incident management is organised by that vendor. Then that
vendor need to inform the other relevant vendors that they
have to respond to an incident. The interviewee explains that
they have felt their way, they know what is not working. The
interviewee stated: “It is very, very important to have contracts
regulate how error management and incident management
should be performed, no matter the type of incident, and that
if you have more than one vendor they must be forced through
contracts to cooperate. If not, it will never work!”

Routines related to incident response in many cases include
how to interact with vendors. The service provider of C-D
tells about this, both when it comes to following up on SLA
requirements, and for communicating when an incident occurs.
They have regular meetings with their customers, and have
defined lines of communication that includes the management
level. Company C-C explain that, in case of an incident, they
establish a task-force and have routines for which people to
involve and which meetings to arrange, with phone meetings
every hour, and more if needed. Especially the service provider
of C-D talks about how they escalate to the management level
in case their vendors do not provide the necessary support
when an incident occurs, and that collaboration with vendors
in general often includes the management level.

It seems that the vendor experiences and expectations vary
between the companies studied. Company C-B seems rather
positive when it comes to how vendors improve the company’s
preparedness for information security incidents. As an exam-
ple, the interviewee from this company was quite concerned re-
garding their internal capacity to deal with incidents, especially
outside of office hours, but were confident that vendors would
be able to help at any time, as their contract with vendors
was in force 365 days a year. Others are more concerned,
e.g about the competence of their vendors. Company C-B
explain that when they experienced a DDoS incident, they



TABLE II: Overview of companies

Company Interviewee Description

C-A Information security manager Multinational. Depend on vendors. Strong information security competence inhouse.

C-B Information security manager Regional. Depends on vendors. Limited inhouse information security competence

C-C Security manager National. Outsourcing to several vendors.

C-D Application department manager at the service provider ~ Multinational. Outsourcing to service provider that only serves companies in the same

of the company

corporation. That service provider in turn relies on a number of vendors to provide the

necessary services.

found that it took a long time for their vendors to find out
what caused the problems. They state that their vendors has
problems understanding that it may be an IT security problem
if something happens in the system, and not just a service that
is unavailable. They are working with their vendors to improve
awareness on security. Also the interviewee from this company
(C-B) sees collaboration issues with vendors as inevitable to
some extent, stating: “I guess there is no company in the world
that has outsourced their IT, that thinks collaboration with
their service provider works well. I have never heard about
that. So there is always challenges. The vendors want to do
as little as possible. The more they do, the more it costs for
them, so they want to do as little as possible. And we, that buy
services from them, want them to do as much as possible, and
we would rather not pay them. There is always a challenge to
come to agreements so that we get what we pay for.”

No matter what their expectations are, building and main-
taining a close relationship with their vendors seem to be
important. For company C-B that is concerned about the
availability of internal resources, it is important that the key
personnel at their vendors, those that know C-B’s business and
systems, are available should something occur. For company
C-C, that performs multisourcing and relies on vendor collab-
oration, it is important to build trust also between the different
vendors. When asked if the vendors blame each others, and
don’t want to start handling the incidents, the interviewee from
C-C stated: “Yes, of course! When problems are difficult to
solve, and it is not given that there is an error in the server
or in the software, then it can take time for them to be able to
cooperate sufficiently to find out what the problem is. This goes
better and better, but in the beginning this was a big problem
because then they really blamed each other. And it could take
time. But as I perceive it, this has become considerably better,
but it is a slow process that you need to work on all the time,
and that is what the incident manager is doing all the time —
finding out how to do this better.”

B. Incident Information Sharing

In addition to communication with vendors and inter-
nal communication about the incident, the companies told
about incidents when they shared information with national
Computer Emergency Response Teams (CERTSs) or other
companies. As examples, companies may have equipment at
installations where another company is responsible for IT.
Company C-A told about a watering hole incident where they
contacted other companies they knew of that could also be
hit. Tips about incidents may likewise come from CERTSs or
other external actors. For some incidents, there may be a need
for external specialist competence, e.g., on reverse engineering

or forensics. Company C-A also explains that they sometimes
take part in national emergency drills that include information
security.

Company C-A in particular were clear about the impor-
tance of sharing incident information. In the watering hole
incident, they benefited due to their willingness to share
information, stating: “What worked really well this time was
in fact the collaboration with our partners. Both Microsoft
who was very professional and very good to deal with when
it comes to things like this, but also the other actors that we
share information with. Because what became clear quite soon
was that there were more actors than us that were hit by the
same thing. And we solved the puzzle together — that is, we
added some pieces, and others added other pieces, and that
way we were able to complete it much faster than we would
otherwise.” At the same time they are clear that information
sharing is not always working, and is not prioritised by all
actors. For the same incident, the interviewee from C-A also
stated that something that did not work well was information
sharing with some of the anti-virus vendors they used, as they
were slow on sharing information and very slow in issuing a
fix. Again, it comes back to relations and trust as essential
for successful incident information sharing: “Externally it is
a bit like . ..depends on who you involve ... for example [the
national CERT] NorCERT that we work a lot with, that usually
always works well. I do not think we have examples that it
worked bad with them. When it comes to other companies
or others that we share information with or rely on, then it
varies, it depends on who it is, because then it depends on the
relations. With some we have come far, while others keep their
cards close to their chest.” The interviewee from C-A explain
that information sharing (e.g. in the form of sending samples to
Microsoft and anti-virus vendors) has become more common
and that there is more openness about incidents than before.
He states that in their company they have decided that they
want to share, because they believe it will benefit everybody,
including themselves. So they try to find others that also want
to share, so that they can warn each other.

Internally in the companies, there is often tool support
available for documenting and reporting incidents. However,
the interviewee from company C-A explains that they are
reluctant to using these tools because of confidentiality issues.
To illustrate, the Computer Security Incident Response Team
(CSIRT) does not have overview of who has access to the
information they register in such a system (e.g., admin users).
As a result they anonymise the information they put in this
system as much as they can, and instead use an internal
encrypted site for more detailed documentation.



C. Relevance for Cloud Scenarios

As none of the companies we surveyed used cloud services
at that time, it is important to assess to what extent their
experiences are relevant for cloud scenarios. We assume that
a migration towards increased use of cloud services will result
in an increased need to exchange incident information, in
form of notifications as well as cooperation during incident
management. Work on establishing trust, as well as on hav-
ing contracts, routines and systems that support information
exchange will thus be even more important.

Although the companies in the survey seems to have rather
close distance to their vendors (compared to what you would
expect in a cloud setting) they still experience problems,
especially regarding contracts but also when it comes to
relations and trust. Top management involvement can then be
used as a strategy, when vendors does not meet the company’s
expectations regarding incident management. This strategy
seem to work well for some of the surveyed companies, but
will likely be more difficult to apply in a cloud setting where
the distance to the provider is longer. Improved contracts,
where incident management responsibilities are made more
clear, can be important to reduce the need for top management
involvement. But these contracts also need to be followed up,
so that the companies can trust that they receive what they pay
for.

The companies that rely most heavily on outsourcing seem
to spend a lot of time on following up on vendors. As the
number of vendors as well as the importance of the vendor
relationships increases, it will likely be necessary with more
efficient ways on following up on vendors, or in case of
providers, to follow up on customers. This can come in
form of routines and the way the follow-up of these business
relationships is organised, but automation and tool support
can also play an important role, especially when it comes to
common and low-impact incidents and the exchange of data
related to SLA metrics.

As people working on information security incident man-
agement are likely to be highly aware of security risks, it
is essential for willingness to share incident information that
there is an ability to share information in a secure manner. The
security of the information exchange should be transparent, so
that the security experts of the company can understand the
security level and trust the implementation of the exchange
system. This will especially be important for any tool offering
incident information exchange between actors in the provider
chain. However, trust issues are still important between the
companies involved as well as the people working in the
companies. Maintaining such relationships will likely be more
difficult in a cloud setting. Mandatory data breach notification
laws can overcome some of the reluctance towards sharing. But
still, if there is no trust relationship the information shared will
likely be only the minimum required, and not necessarily the
information necessary for effective cooperation during incident
management.

V. THE ROLE OF TOOL SUPPORT: BACK TO THE EXAMPLE

From the interviews, and the discussion of their relevance
for cloud scenarios, we identified the following areas that will
be important for successful incident management:

e Improved contracts, as well as ways to follow up on
contracts

e More efficient ways to organise vendor interaction,
including incident information exchange

e  Secure means of exchanging incident information

e  Trust relationships between organisations as well as
the individuals working there, to ensure willingness
to share the necessary information

Having a tool for incident information sharing can be
beneficial as it supports secure exchange of such information
and eases automation of responses to simple and common
incidents. As an example, experiences from LRZ-CSIRT [14]
show potential benefits of automatic processing of incident
alerts, something that was made possible due to standardised
XML-based notifications from DFN-CERT. The use of a tool
can also ease access to relevant information, a problem that is
not limited to cloud scenarios. As an example, in a study by
Ahmad et al. [15], an information security manager stated that
the sharing, or rather the finding, of information was one of the
most challenging parts of her job. However, it is unlikely that
a tool can solve all problems with incident communication.
In an electronic survey among system administrators in large
scale IT service organisations, de Souza et al. [16], found
that people were the most important sources of information in
working with complex incidents. In only 33 % of the cases was
the information from the incident tool sufficient. In addition,
automating incident information sharing may not be desirable
in all cases, as the company may want to have more control
over what information is sent to customers and other business
connections.

We envision that businesses in the cloud provider chain
could benefit from tool support for the following purposes:

o SLA follow up: To have an overview of SLA re-
quirements related to incident management, both the
requirements that the organisations has promised to
fulfil for their customers and the requirements that the
organisation has posed upon its providers. And, addi-
tionally, to follow up on these requirements (through
metrics), to be able to detect whether or not the SLA
requirements are met.

e [Incident notifications: To be able to receive and send
incident notifications in a standardised format, and in
an automatic fashion, based on notification require-
ments in SLAs, as well as regulatory requirements.

e Incident collaboration tools: To facilitate cooperation
and two-way incident information exchange between
actors in the provider chain, when cooperation and
discussions are needed for specific incidents.

The need for this tool support comes in addition to any
incident management tool necessary for efficient and effective
incident management in a general case (such as detection tools,
ticketing systems, decision support systems, etc.). Support for
incident notification is an important starting point, and in the
following we provide more detail about how such functionality
may be realised.



One of the many things that the literature [4] identifies as
a deficiency is information sharing along the entire provider
chain. In the example we started with, we have the situation
illustrated in Fig. 1, where a user has to deal with the provider
chain A-B-C. We therefore need a mechanism where provider
C can inform B about events that affect services B buys
from C. B must then aggregate this information (and other
information), and make it available to A, who must do the
same to the end user. It is likely that the interface with the
end user must be quite different from the provider interfaces,
as indicated in Fig. 3, and may need to involve manual
processing.

Customer-specific incident
interface or service

o>t s

End user

<€<>s B
Generic
incident
interface
Generic
incident
interface

C

Fig. 3: Incident Interfaces

Kampanakis [17] provides an overview of formats that can
be used for exchange of incident information. In our work
so far we have mainly considered the following protocols as
candidates for communication between providers:

e Intrusion Detection Message Exchange Format (ID-
MEF) [18] is designed to transfer incident information
from Intrusion Detection Systems (IDS). As such
it may be too constrained for our purpose, since
it assumes all incidents are a result of an external
attacker. In our case we must also consider incidents
that originate from providers who break (consciously
or otherwise) policies or SLAs negotiated with cus-
tomers.

e Incident Object Description Exchange Format
(IODEF) [19] has been designed to facilitate in-
formation sharing between CSIRTSs, but is just like
IDMEF focused on external attackers. It may not be
granular enough for our purpose, but could possibly
be extended to suit our needs.

e CSA Cloud Trust Protocol (CTP) [20] is primarily
designed as a tool for cloud customers, and in addition
to a request/response protocol, it also makes it possible
for customers to subscribe to certain events. CTP is
still under development, but it currently looks like
parts of it could be used to support our incident sharing
scheme.

In addition we have considered the use of Transparency
Log (TL) [21]. TL is (as the name suggests) primarily a
logging mechanism, but may also be used as a secure channel
between two parties. However, for our purpose it may be
less suited, since there is no automatic notification to the

recipient; instead, it must keep polling to determine whether
new information has been added to the log store. None of the
available protocols are a perfect match for our scheme, but
IODEF and CTP (or a combination of the two) are candidates
for further study.

Each provider in the chain need to have an Incident
Response Tool (IRT) that is able to receive and send incident
notifications in the agreed upon format. The IRT must be able
to access the generic incident response interface as illustrated
in Fig. 3, configuring alerts for incidents that affect their
customers. E.g., CSP A must be able to subscribe to alerts
from CSP B that relate to services that CSP A resells to
their customers (broadly speaking). The IRT must in turn
pass on incident information to its downstream customers via
the incident interface. Apart from this, the IRTs of different
providers do not need to be the same, but can be tailored to
the individual needs of the different providers.

For the success of an automated incident notification tool, it
is essential to have a good understanding of what information
is necessary to assess and respond to incidents in a cloud
environment. There exists some research on this in the general
case, e.g., on what information it is important to establish a
shared mental model of between incident responders [22]. We
are however not aware of research on this that take the cloud
environment into account.

VI. CONCLUSION

In this paper we have presented interviews that emphasise the
need for sharing incident information along the cloud provider
chain. We have suggested an incident response tool that will
build on standard protocols to improve the quality of the
incident information that flows back to the user, thus improving
the accountability of the cloud service providers.

In future work we will extend our model to also cover
notification of end users via a cloud provider administration
panel.
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